
Our search space is thus the set of column spaces (subspaces 
of       of dimension  ), i.e., the Grassmann manifold               .
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We consider the low-rank matrix completion problem, where X is a huge low-rank matrix
of which we observe a few entries, and we wish to recover X.

We solve it with a second-order trust-region algorithm for Riemannian manifolds.

This essentially comes down to recovering the column space of X,

For fixed   , finding the best      is a least-squares problem:

It remains to minimize this function of    :

but many matrices     yield the same model          .

   and      are equivalent for our purpose if:

This happens if and only if:

That is,    and      are equivalent if and only if they share the 
same column space.

which in turn is an optimization problem on the Grassmann manifold.

To ensure smoothness, we regularize the objective function:

but it seems that we now need to compute the full product         :(.

Choosing to work with orthonormal matrices    , this holds:

A cheap way of computing   ,            and           ensues.

We thus need to minimize a smooth function   defined over the 
smooth manifold               , which is a well studied problem.

Unfortunately, discontinuities arise when        is not uniquely defined.

Code online!


